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A B S T R A C T   

Recent advances in the development of intelligent transportation systems (ITSs) impose complex services that 
utilize Query-as-a-Service Model in ITS microsystems. Such model is vulnerable to a vast range of security threats 
such as Man-in-the-Middle attacks. Intelligent sensors and microsystems provide important systems-level func-
tionalities to smart cities applications, which enhance data acquisition and system control services. This paper 
proposes a communication framework that handles intrusion threats to intelligent sensors during the data 
acquisition and service provision phases. The contributions of this research are: (1) Proposing a reliable Query- 
as-a-Service communication model based on Fog computing architecture, (2) Proposing communication pro-
tocols that preserve the integrity of exchanged data through intelligent sensors, and (3) Providing a security 
analysis based on the mobile nature of vehicles in ITS microsystems. Our proposed methodology is a data-driven 
one, in which entities exchange data models instead of the data itself, thus, minimizing the communication 
overhead and providing a smart way to tolerate misinformation. We have conducted experiments to analyze the 
impact of failure rate and the size of exchanged data on our proposed framework. In addition, the computational 
cost has been tested against the amount of communicated data reports. The results indicated that the proposed 
framework showed high performance in terms of the impact of data granularity on the failure rate and 
computational cost. Our proposed methodology achieved 89.6% detection rate, 3.5% false-detection rate, and 
<0.02 probability of query failure. Accordingly, our proposed framework overcomes the major limitations of 
traditional cloud-based model.   

1. Introduction 

In modern smart cities, querying vast amount of data pools is an 
essential service that promotes smartness and provides on-time con-
nectivity among different intelligent transportation systems (ITSs) [1]. 
Query-as-a-service (QaaS) integrates data resources, security and pri-
vacy services, and communication paradigms to deliver information as 
requested in the context of ITS [2]. In an edge-computing environment, 
it involves connecting multiple smart-city microsystems to deliver 
complex, implicit, and non-trivial answers to clients’ inquiries. There-
fore, such critical service requires reliable modeling and communication 
management protocols to ensure its integrity and credibility [3]. 

Recent advances in intelligent transportation systems (ITSs) enable 

the development of smart data services and applications, ranging from 
controlling transportations to deploying self-driving vehicles through 
the integration between intelligent sensors and microsystems. At early 
stages, ITSs have been utilized as platforms for vehicular communica-
tions to enable a vast range of on-road query-based smart applications 
[4] such as the architecture in Fig. 1. Such QaaS paradigm resulted in a 
high data load, unreliable communication in terms of security and pri-
vacy, complex multi-hop routing protocols, and extra road-units to 
synchronize data propagation among vehicles on roads [5]. Conse-
quently, due to the advances in Internet-of-Things (IoT) and 
edge-computing, the internet-of-vehicles (IoV) provides more reason-
able and efficient alternative to develop ITS microsystems in terms of 
communication load, reliability, scalability, and platform consistency 
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[6–9,33]. Therefore, edge-computing presents an efficient and secured 
solution for QaaS frameworks. 

In smart cities, the edge-computing paradigm integrates heteroge-
neous data from vast range of intelligent sensors to deliver responds for 
various types of queries [10]. For instance, a vehicle may request an 
appointment at a maintenance station in the next city that can serve the 
current problem at the expected arrival time. Such query may involve 
several Fogs, or even several clouds, to be executed[11]. Furthermore, 
replying instant queries requires Fogs to aggregate collected data into a 
form that facilitates finding the approximate, or even the accurate, 
answer. Data aggregation, in this context, reflects the fact that hierar-
chical clustering of data resulted in high performance searching mech-
anism. Apparently, false data reports that are collected from roads’ 
vehicles or false Fogs’ query responds might affect the overall integrity 
and, therefore, reliability of the delivered services. 

Due to its mobility nature, vehicles on the roads are moving and 
changing their locations while communicating via a wireless medium; 
making queries highly vulnerable to man-in-the-middle (MITM) attacks. 
Such attacks affect the overall integrity and, ultimately, the reliability of 
the delivered services. Furthermore, MITM attacks might breach the 
privacy protocols by allowing the intruder to learn more about vehicles, 
their locations, destinations, and much other information 

As shown in Fig. 2, there are mainly two basic tasks that are required 
to be protected to prevent intruders from attacking the IoV query ser-
vices. The first is the vehicle data reporting task, in which each vehicle 
sends its data and status once they changed. The second task is the query 
response propagation from the nearest Fog to the requested vehicle. In 
fact, intruders are able to change the data reports or the query response 
in many different ways. For instance, they can randomly flip bits in 
intercepted packets, which would result in delivering false contents. In 
addition, an intruder can learn about the location or the destination of 
the requested vehicle by acting as a proxy between vehicles and Fogs. 
Such attacks are not requiring any access to the packet’s contents. 
Consequently, authentication protocols [12] might not serve the need of 
protecting mobile objects from MITM attacks; especially in a mobile 
environment in which vehicles are changing their corresponding 
authentication body (Fogs) frequently. 

In this research, we propose an efficient framework aiming at pro-
tecting IoV querying services in ITS microsystems from MITM attacks. It 
provides solutions at different levels including the infrastructure, 
communication, and quality-of-life services. Specifically, the 

contributions of this paper are as follows:  

• Proposing a data acquisition scheme called Query-as-a-Service 
(QaaS) that can be utilized to protect the propagation of aggre-
gated queries in an edge-computing environment. The proposed 
algorithmic scheme modularizes the data acquisition process from 
intelligent sensors into a form that controls how mobile vehicles can 
preserve their data integrity while querying aggregated data from 
upper-level entities.  

• Proposing a communication management protocol that enables both 
communicating sides to ensure that reported data from vehicles and 
query-responses from fogs are not altered. The proposed protocol is 
designed based on a classification algorithm to restore data into its 
original and proper state if it has been altered.  

• Providing a security analysis method to analyze the threats on QaaS 
in the proposed edge computing environment. The proposed meth-
odology is based on eliciting the query-failure rate, the response- 
failure rate, and privacy analysis. The analysis will consider the 
mobility issues such as responding to a vehicle that changes its 
location frequently. 

This paper is organized as follows: Section 2 highlights the related 
work and the place of our proposed contributions in the literature Sec-
tion 3. provides preliminaries about existing communication models, 
threats exposed to existing models, and the ultimate goals of this 
research Section 4. explains the protocols that are proposed in this 
research to handle the problem of meddling communications in Fog- 
based IoV systems Section 5. provides a security and performance 
analysis of the proposed framework. Finally, Section 6 concludes the 
research. 

2. Related work 

Recently, protecting data, which is considered an essential compo-
nent in Internet-of-Things (IoT), has paid research attention in Cyber-
security and IoT domains. There are many Cybersecurity threats that 
may affect the efficiency and data sharing of IoV. Such attacks target IoV 
like Sybil attacks, impersonation attacks, Denial of service (DoS) attacks, 
data non-repudiation, replay attacks, forgery attacks, eavesdropping 
attack, and Man in the Middle (MITM) Attacks [13]. In this section, we 
discuss previous work that is related to the protection of IoV functions, 

Fig. 1.. ITS internet-of-vehicles general architecture based on cloud edge-computing.  

M. Rawashdeh et al.                                                                                                                                                                                                                           



Microprocessors and Microsystems 90 (2022) 104500

3

particularly, protecting the integrity of queries from vehicles to data 
centers (fogs), which are closely related to the proposed model. 

Query-as-a-Service (QaaS) in IoV environment is highly vulnerable 
data service to several types of attacks. In [14], Muller. et al. have dis-
cussed the impact of such attacks on the integrity of QaaS. The research 
showed the need for a decentralized computing architecture to effi-
ciently implement such complex distributed data analysis design. While 
rule-based solutions provide simplicity [15], it lacks dynamicity to 
handle timely issues since such smart environment is designed to be 
self-responsive. 

Preserving data privacy, during the aggregation task of query 
response from several distributed computing nodes, is a major challenge 
[16]. Accessing and recognizing such data may result in several types of 
threats and damages; especially at commercial level. Qian et al. [17] 
have discussed such problem and proposed a novel solution to preserve 
data that has been aggregated from social systems. While there are 
several solutions that address the preserving of data aggregation for 
QaaS systems, they lack efficiency in handling mobility in which the 
source of data is moving over time. 

Lu et al, proposed a privacy-preserving aggregation scheme (EPPA) 
[18]. EPPA relies on a super-increasing sequence to structure 
multi-dimensional data communication. Furthermore, EPPA uses the 
homomorphic Paillier cryptosystem technique to encrypt the structured 
data. On another research, Lu et al proposed a lightweight 
privacy-preserving data aggregation scheme (LPDA) employing the 
homomorphic Paillier encryption, Chinese Remainder Theorem, and 
one-way hash chain techniques [19]. 

To prevent abnormal measurements caused by electricity theft or 
false data injection attacks in smart grid, Ni el at developed a privacy- 
preserving smart metering scheme to support data aggregation, differ-
ential privacy, and fault tolerance. They employed Lifted ElGamal 
encryption and differential privacy in their model [20]. To defend se-
curity threats , Rahman et al, designed a distributed security method 
using Adversarial Examples [21]. 

Li et al, developed an efficient algorithm to implement the n × 1-out- 
of-n OT which help in securing the communication between servers and 
client’s side in IoT environment [22]. The main motivation behind the 
proposed algorithm is to securely transfer secrets between servers and 
clients (nodes) to achieve privacy-preserving data aggregation in smart 
grids. 

Providing secure environment of Internet-of-Vehicles has attracted 
increasing interest to preserving data privacy. Kong et al, proposed a 
security model to achieve the privacy of location data [23]. Their 

proposed model uses the modified Paillier Cryptosystem during the 
vehicular sensory data collection phase and the proxy re-encryption 
technique during the vehicular sensory data acquisition phase to ach-
ieve the location privacy-preserving sensory data aggregation. 

Data aggregation in IoV has some security challenges such as data 
privacy and accuracy of queries and location privacy of vehicles. Hu et 
al, proposed a secure and lightweight privacy-preserving data aggre-
gation scheme SLPDA. Their proposed combines Chinese Remainder 
Theorem, masking technology, and Identity-based batch authentication 
technology [24]. Their model helps in mapping multi-dimensional data 
into one-dimensional scheme and reduces the authentication overhead. 

To prevent chaos on the road caused by malicious users who may 
mislead the whole communications in IoV, Rawat et al, proposed a data 
falsification attack detection model that uses hashing technique to 
improve communication security and contention window size to 
improve performance [25]. To improve the security of the authentica-
tion process in IoV environment, several authors proposed proactive 
based privacy, authentication and edge caching scheme for IoV in 
[26–28,34]. 

Xu et al, proposed privacy-preserving data aggregation for IoV called 
PAVS. PAVS aim to solve vehicles’ location privacy issue in VANET. It 
employs bilinear pairing and proper- ties of group Zp2 [29]. Kong et al., 
proposed a range query scheme which helps to accurately retrieve the 
sensed data from the distributive on-board storage in vehicular ad hoc 
networks (VANETs) with location privacy preservation [30]. 

The simplest way to detect the type of wireless sensors embedded in 
smart devices at modern smart cities is the analysis of the data that are 
generated by these sensors [31]. For instance, a motion sensor attached 
in a vehicle can be interpreted as the need to track the vehicle on the 
road and project its motion. Other sensor is measuring the level of speed, 
neighboring vehicles and so on. Simply, both facts are correlated. 

3. System model, security threats, and design goals 

This section describes the system model of vehicle-to-fog commu-
nication with essential communication stacks. In addition, the set of 
security threats, which can benefit from the open-medium data 
communication, are illustrated. Furthermore, this section concludes the 
atomic goals that must be achieved in order to ensure the reliability and 
integrity of V2F communications. 

Fig. 2.. Man-in-the-Middle (MITM) attack in ITS QaaS paradigm.  
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3.1. System model 

In this section, we provide a detailed description about the QaaS 
system model to describe how the QaaS system acquires data, processes 
it, and delivers services to vehicles on the roads in an edge-computing 
architecture. As stated before, there are mainly three entities in this 
architecture: vehicles, fogs, and clouds. Vehicles are the source of data in 
this system; provide timely data frequently to their corresponding Fogs. 
On the other hand, Fogs are responsible for accumulating the gathered 
data into a summarized form; replacing the original huge amount of data 
with minimal ones. Such process is called data aggregation [32]. 
Furthermore, Fogs used to exchange their data frequently to integrate 
their data sources and provide Similar data services. 

Fig. 3 shows the modular design of the QaaS system. To preserve the 
confidentiality of vehicles data, the system differentiates between the 
data collection task and the query delivery task. In QaaS model, vehicles 
are responsible only for reporting data to the nearest Fog and requesting 
a predefined set of queries, so that the system can preserve the privacy of 
data by limiting and controlling the inquired information. Indeed, a 
vehicle has to join the Fog’s domain and can communicate directly with 
other vehicles via V2V communication connection. Network Authenti-
cation and Authorization has no effect on the QaaS system model. 

On the other hand, a Fog is responsible for applying an aggregation 
method to summarize the collected data, update its data tables, and send 
aggregated data to other neighboring Fogs so that they keep their data 
sources synchronized. Such integration among Fogs guarantees consis-
tency in responding to similar queries. Aggregated data, then, will be 
available for querying. The QaaS model relies on a predefined set of 
services in which gathering data is directed to serve their responds. For 
instance, queries are performed on smart city services such as: location- 
based services, social services, crowd sourcing services, etc. 

3.2. Security threats 

There are several security risks that can threaten QaaS model in a 
cloud-based architecture in which wireless networks are the communi-
cation medium. These threats make smart platforms, such as IoV, 
vulnerable to lose their reliability and integrity. Security threats, in this 
context, can be classified into two categories: network core and 
application-level threats. 

Network core threats are designed to attack the network through its 
networking services such as authentication, addressing, and routing. For 
instance, unauthorized joining of IoV platform is a measure security 
threat. Such threat will allow intruders to breach someone else’s private 
data or gain a higher privilege to access and alter secured data. On the 
other hand, spoofing is a major network core security threat. It allows 
endeavors to mimic legitimate network entities and acting on behalf of 
them. There are several network-cores spoofing mechanisms such as: 
ARP (Address Resolution protocol), IP (Internet Protocol Address), DNS 
(Domain Name Service), HTTPS (Hyper Text Transfer Protocol), and SSL 
(Secure Socket Layer) hijacking or stripping. 

In this research, we are emphasizing our efforts to handle application 
level threats that are depending on the delivered services. These threats 
are, commonly, hard to handle due to its diversity and reliance on the 
type of application. In IoV’s QaaS model, there are mainly two types of 
MITM attacks. The first one has the purpose to change the data reports 
that are collected from mobile vehicles on the roads. Such changing of 
data leads to deliver unreliable services and generates false alarms, 
which might harm and overwhelm the IoV platform. The second threat is 
focusing on altering the query-responds that are directed from the 
nearest Fog to the requesting vehicle. The purpose of such attack is two 
folded. In one-fold the mobile vehicle will receive a false respond that 
will confuse it and resulted in lack of integrity. In the other fold, if the 
vehicle recognizes the fault response, it will keep requesting the same 
service frequently resulted in pressuring the network traffic and 
resources. 

3.3. Design goals 

The main goal of the QaaS model, according to the security threats, is 
to collect data from IoV mobile vehicles and deliver querying services in 
a way that guarantees MITM attacks will not affect the overall system 
reliability and integrity. Such goal has to be met using prevention, 
detection, and fault-tolerance techniques. Therefore, we specify a 
roadmap that limits the research domain and depicts the boarders of this 
research by restricting the contributions of this research to meet a set of 
goals. Specifically, the design goals of the proposed QaaS model are:  

• The proposed QaaS should prevent intruders from attacking the 
transmitted data from mobile vehicles and the query responds from 
Fog entities. Such protection should cover every threat including 
network-core and application-level threats.  

• The proposed QaaS should be able to detect successful MITM attacks 
and notify both parties so that no harm occurs. The detection process 
should be implemented at both communication sides through a 
reliable scheme.  

• The proposed QaaS should apply a fault-tolerance technique that is 
able to make the system available and deliver its designated services 
even if the system has been attacked. 

To meet such goals at application-level, smart data modeling tech-
niques should be employed to implement the required level of security. 
The analysis of exchanged data can provide valuable information to 
discover changes or fault alarms in an efficient way in terms of time 
complexity and accuracy. 

Fig. 3.. QaaS modular system.  
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4. Secured QaaS model 

This section introduces two protocols: data acquisition and QaaS 
Communication protocols. The first illustrates how data reports are 
communicated between vehicles and fog entities in a reliable style, 
while the second protocol ensures that query requests and responses are 
received properly by both communication sides. To simplifying the 
description of protocols, Table 1 shows the mathematical and statistical 
annotations that have been utilized to describe the threading tasks 
formally. 

4.1. Data acquisition protocol 

Gathering data from vehicles on the roads is a complex process in 
terms of time-complexity and data load. It requires collecting a large 
amount of data chunks frequently. There are two types of data that are 
generated from vehicles on the roads: V2V and V2F. Vehicle-to-Vehicle 
(V2V) data are generated due to the interactions among the vehicles 
themselves for discovering the area, sharing multimedia data, or 
warning each other about specific events. On the other hand, Vehicle- 
To-Fog (V2F) data are reported to promote information sharing at 
large scale; allowing for further predictions and querying. Such data 
include sensor data, GPS, Camera and LiDAR of self-driving vehicles, 
user generated data, road safety data, navigation, and many others. In 
edge-computing architecture, FOG systems are installed to cover a 
particular area or service so that edge devices (vehicles) can easily 
detect their corresponding FOG. Generally, it is common that vehicles in 
specific area generate similar data. Therefore, aggregating data from 
multiple vehicles is a significant procedure for delivering on-time query 
services. 

Data aggregation is an essential process for clustering data into a 
hierarchical form; which facilitates accessing accurate information 
quickly and reduces overall system latency. Specifically, each fog-node 
defines a semantic and cohesive group of data cluster, which is con-
textually related to each other. This form of hierarchical clustering al-
lows for fast retrieval and classification of data since there is no need to 
search low-level and high volume information. Instead, aggregated data 
at fog-nodes provides aggregated and representative information about 
their associated road units (parent-child relationship). 

At data acquisition phase, intruders can sabotage the process by 
changing the data reports that are generated from on-ground vehicles. 
Such changes will negatively affect the integrity of aggregated data at 
FOG entity and, therefore, resulted in unreliable query responses. To 
prevent such destructive action, we propose a data acquisition protocol 
that is able to avoid the negative consequences of MITM attacks during 
the data gathering phase. 

To illustrate, given a set of queries that are defined as a collection of 
services in the QaaS model. Further, the static set of data chunks that are 

regularly collected to serve the QaaS service is. Since each query may 
require a different combination of data chunks, we define the function in 
which the assertion holds true. Acknowledging every chunk of data is an 
overwhelming process and requires a vast amount of communication. 
Since function points to the required data for a specific service query, we 
can model the validation process as a prediction algorithm and 
communicate the data-model instead of the data itself. To implement 
this protocol, the service component at FOG entity must fit into an 
appropriate data model; for example: linear or non-linear data models. 

Algorithm 1 explains the acquisition task and shows how vehicles 
and fogs validate reports and acknowledgements. Specifically, vehicles 
have mainly two functions: reporting and validating. At reporting 
thread, a vehicle used to sense its own environment (status) continu-
ously. Once changed, the vehicle collects its reporting data through the 
function Sense. Then, the algorithm gathers the data chunks into a data 
vector and sends it immediately to the nearest Fog. Lines 1–7 in the 
vehicle thread illustrate this task. The time complexity of the reporting 
function is linear in terms of the length of the data vector (i.e.). 

Moreover, once the FOG entity receives the data vector (report) from 
a vehicle, it conducts an aggregation task in which data are aggregated 
according to the services that required utilizing it. A data chunk may 
contribute in serving more than one service. Such fine-grain redundancy 
simplifies the service delivery model. The function defines the rela-
tionship between data chunks and available services. During the ag-
gregation process, a data model that is suitable to the existing data is 
built; defining an approximate prediction based on acquisition time. 
Then, the predicted error (or misclassification rate) is computed so that 
if the prediction error is less than or equal to, the system will skip. In 
other words, this action tolerates the impact of several attacks that 
create a marginal effect on the data services. Finally, the Fog entity 
disseminates the model and the error value to associated vehicles. Lines 
1 to 6 in the FOG thread illustrate this procedure. The time complexity of 
this part is defined as the number of data chunks that are required by 
each service multiplied by the number of existing services. In the worst 
case, the time complexity is, where K is the number of existing services 
(Queries). 

Finally, every vehicle must ensure that their reports have received 
successfully and accurately. For this reason, once the vehicle received 
the disseminated model, it compares its own model with the received 
one. If the error rate is not acceptable (i.e.), then the vehicle notifies the 
FOG with the last data report indicating that the model is inaccurate. 
Lines 1 to 4 in the Validate thread illustrate the validation process. The 
time complexity of the validation process is. 

Algorithm 1. Data acquisition protocol  
FOG: 
1|Thread :=Aggregation (D) { 
2| for each for each h(qh(q) | ∀(i)≤k i) | ∀(i)≤k 
3| Mi⊣fit(h(qi,D,time) 
4| α=Actual Error(D, Mi,qi) 
5| Disseminate (V,Mi,α) } 

| Vehicle: 
1|Thread∶= Report(Vr,D){ 
2| if (status changes) Then 
3| Sense (Vr) 
4| for each di∈D 
5| fill-in(di) 
6| Send(D) 
7| End if} 

1| Thread∶= Validate(Vr,D,Mi,α)){ 
2| Mx⊣fit(D) 
3| if |Mx*- Mi|≥α 
4| Report(Vr,D) 

As shown before, the time complexity of the acquisition protocol de-
pends on two variables; D and K. since the number of queries in the 

Table 1 
The notations and their description.  

Notation Description  

The set of predefined queries that represents V2F services.  
The query.  
The total number of predefined queries.  
The data vector that represents all aggregated data on the fog entity.  
The data chunk in the data vector.  
The data vector that represents the local data in vehicle .  
The total number of vehicles that are available instantly on the fog 
segment.  
A function that holds the required data by a specific service query .  
A vehicle with identification.  
A data model that encompasses the characteristics of a specific data set.  
Modeling relation.  
Margined error.  
The response data vector to a specific query.  
The distance parameter that has been computed at Fog entity.  
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proposed model is fixed, K is considered always less than D (i.e. |D|≪K). 
Therefore, the overall time complexity of the data acquisition protocol is 
O(|D|). 

4.2. QaaS communication protocol 

As stated before, both data reporting and services responding tasks 
are subject to intrusion attacks. However, while the data acquisition (in 
Algorithm 1) has handled the former task, it is necessary to define the 
communication model that secures the service responses from being 
manipulated. Exchanging data models instead of acknowledgements 
guarantees the integrity between local data and associated data on the 
Fog entity. Furthermore, such style maintains reliable and timely syn-
chronization among both fogs and vehicles. Communication and data 
integrity among fogs and clouds is out of this research scope, since it 
depends heavily on the core networking layers that might be different 
with respect to the services providers. 

Algorithm 2. QaaS communication protocol 

1|Thread∶=Query_Response(Vr,qi,Dv){ 
2| Compute h(qi)⊣Dv 
3| Distance= |h(qi)-ReData| 
4| Reply(Vr,Distance,RData) } 
Vehicle:1| Thread∶=Request(Vr,qi,Dv) { 
2| Send(Vr,q,Dv) 
3| Wait until receiving the Response 
4| Validate(Vr,FogDisti,RData)} 
1| Thread∶=Validate(Vr,FogDisti,RData){ 
2| Compute h(qi)⊣Dv 
3| Distance= |h(qi)-RData| 
4| if(Distance ∕=FogDist) 
5| Request(Vr,qi,Dv)} 
Algorithm 2 explains the service provision model in which a vehicle 

requests a service query by providing its identification, query identifi-
cation, and its local data vector. At the receiver side, the Fog computes 
the function using the vehicle’s local data vector. The Fog entity re-
sponses with mainly two data objects: the distance between query 
response vector and the function in addition to the query response itself. 

Validating such communication paradigm is simply performed by 
computing the function locally, which must be equivalent because it has 
been computed using the same local data vector. The distance between 
both and the response data vector are computed. If both Fog and Vehicle 
distance parameters are equal, this implies that the response does not 
change. Otherwise, the vehicle repeats the request until receiving a 
reliable reply. 

5. Security analysis and performance evaluation 

This section provides an analysis to evaluate the proposed method-
ology. The analysis emphasizes on two performance evaluation prop-
erties: failure rates and computation cost. The failure rate analysis 
focuses on testing the querying failure rates with respect to time and 
average number of reported data. The computation cost analysis has 
been conducted to measure the performance of the proposed algorithms 
in terms of computation power versus the amount of exchanged data 
during requesting and responding phases. 

To test our proposed methodology, we designed a simulated envi-
ronment for a group of taxis that span five districts in San Francisco. 
These districts are Chinatown, Golden Gate, Financial, Nob Hill, and 
Western Addition. According to a real map, the simulator mimics the 
communication between these edge-computing sources and their asso-
ciated fogs; assuming that each district is controlled by a fog and all fogs 
are managed by a cloud system. The QaaS functionality is defined to 
serve different classes of requesters: taxi drivers, customers, police, and 
telecommunication authorities. The simulation model has been 
designed with 50 vehicles and a maximum of 200 requests per hour. 

Moreover, the simulator plants a random number of bugged communi-
cations that present intrusions and MIMT attacks. The number of attacks 
is defined as a random number in the range of 10–30 per hour. 

Three experiments have been performed to measure the performance 
of the proposed framework. The first measures the ability of the pro-
posed model to detect intrusion threats. The second experiment is 
focusing on the reliability of communication during the data gathering 
phase. It is crucial since failing to deliver the data reports negatively 
affects the overall accuracy of QaaS-based services. Finally, the security 
layer will, normally, add extra computational cost. For this reason, we 
conducted a cost analysis to show how this layer will affect the overall 
all complexity of such systems. 

5.1. Detecting security threats 

In this experiment, we measure the performance of the proposed 
method in terms of its ability to detect intrusions and MITM attacks. As 
stated before, the simulator ran for 100 times with maximum number of 
vehicles is 50 and a maximum of 200 requests per round. The number of 
involved fogs is 5, which depends on the location of reporting vehicles. 
The simulator generates random attacks at each round. Two indicators 
have been computed: detection rate and false detection. The first mea-
sure the ability of the tool to detect actual threats, while the other 
measures the false detection rate or the percentage of proper requests 
that the tool mistakenly considers them as threats. Both measurements 
have been calculated according to the following formula: 

As shown in Table 2, there are a strong relationship between the 
number of requested services and the false detection rate. On the other 
hand, we found no statistically significant relationship between detec-
tion rate and other attributes. This is leading us to conclude that the 
proposed framework does not affect by the amount of data and requests 
during the system lifecycle. Fig. 4 shows how the false detection rate 
affected by different attributes that have been generated through 100 
running rounds. 

5.2. Data querying failure analysis 

The querying failing analysis provides evidence on the communica-
tion reliability; especially when communication between vehicles and 
fogs fail to deliver the data report. To apply such analysis, we assumed 
that every fog covers a specific segment. Given a set of segments, in 
which each Fog covers a segment such as represents this relation. Then, 
we assume that the probability of failing to receive the data report is less 
than the threshold parameter. Finally, we define the reporting time as 
the parameter, which defines the interval of time that vehicles conduct 
the data acquisition task. 

Having these parameters allow for modeling the problem as a Pois-
son distribution as a function of the number of data reports generated by 
vehicles in a specific segment in a specific time period. Given the 
number of data reports as the function, denotes the number of data re-
ports in segment and denotes the number of data reports generated in 
segment at the time period interval. 

To apply Poisson probability distribution, we define the probability 
function, denotes the probability of failure at specific time period, which 
is represented as follows: where . 

Fig. 5 depicts the querying failure probability rate against time. As 
shown in Fig. 5, the framework achieved low failure that approach to 
zero at high time interval. Further, at average amount of time, the curve 
has shown liner-stabilization. On the other hand, the performance in 
terms of failure rate was at worst at low time interval. The reason behind 
the low performance at the low time interval is highly related to the low 
quality of the generated data models due to lack of enough data to 
generate accurate models, which results in high margined error. While 
after a small amount of time, these models performed better to stabilize 
the failure rate. Notice that, as a consequence of having a failure, the 
system resends the request again until it succeeds to pass the validation 
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process. 
To measure the failure probability with respect to the average 

number of data reports, we consider the parameter as the average 
number of data reports generated in a specific segment. Furthermore, we 
define the probability function to denote the probability of data 
reporting with the assertion: . Accordingly, . 

Fig. 6 depicts the relationship between the average number of data 
reports and the querying failure rate. As shown in the figure, the impact 
of the report size is significantly low at high number of reports, while it 

is at worst at low number of data reports. Since data reports from ve-
hicles act as the only source for building the data models, the impact of 
increasing the number of data reports is slightly positive as the amount 
of data increase. Such reports provide the input for the data models, 
which became more accurate as the number of reports increase. 

5.3. Computational cost analysis 

This analysis shows a comparison between two system models: Fog- 

Table 2 
Security threat detection.  

N Number of Communicating Vehicles Number of Requested Services Number of Involved Fogs Actual Number of Threats Detection Rate False Detection 

1 44 186 4 12 %83.3 %1.6 
2 32 111 5 25 %92.0 %2.7 
3 48 200 4 20 %90.0 %2.0 
4 41 163 5 14 %93.0 %3.1 
5 29 101 5 16 %87.5 %3.0 
6 34 173 3 11 %81.8 %2.9 
7 31 96 2 17 %82.4 %2.1 
8 18 58 1 10 %90.0 %3.4 
9 49 179 3 30 %93.3 %2.2 
10 36 162 5 27 %88.9 %3.1 
… … … … … … … 
100 50 198 5 29 %89.6 %3.5  

Fig. 4.. False detection rate analysis.  

Fig. 5.. Failure rate with respect to time dimension.  
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based and Cloud-based (Traditional centralization paradigm). The pur-
pose of conducting such analysis is to prove that decentralizing the 
communications and the security tasks has a positive impact by pro-
tecting the communications and, also, accelerate data exchanging and 
processing tasks. For this reason, we conduct two experiments to mea-
sure the impact of the number of data reports and the size of the service 
responds on the processing speed. 

The experiments took place on a machine with the following speci-
fications: Intel (R) Processor Core (TM) i5-7200U @ 2.5 GHz, 2701 Mhz, 
2 cores and 4 logical processors, Microsoft Windows 10 (Home Edition), 
and 8 GB RAM. 

As shown in Fig. 7, the computational rate in traditional communi-
cation model increased exponentially as the size of the data reports 
increased. On the other hand, in Fog-based communication, the 
computation rate increased linearly. The reason behind such difference 
is that Fog-based communications rely on distributing processing and 
communication tasks over multiple entities (Fogs) resulted in a distrib-
uted processing paradigm. This type of communication adds synchro-
nization overhead but remains better than centralizing the processing 
toward single entity. 

As shown in Fig. 8, the communication overheads that are required 
to synchronize fogs entities resulted in slightly low performance at low 
sized responds. On the other hand, as the size of responds increased, the 
fog-based processing remains stable at fixed rates while the traditional 
centralized processing increased exponentially. Distributing data over 
multiple entities decrease the processing time significantly. 

6. Conclusion 

This paper introduces a framework that models the communication 

of vehicles-to-fogs for the purpose of minimizing the effect of man-in- 
the-middle attacks. The paper proposes a data-driven protocols that 
exchange models instead or data chunks, which minimize the commu-
nication load and provides an intelligent way to tolerate errors. The 
paper provides detailed and formal descriptions of the proposed 
communication protocols. The validation phases in these protocols were 
able to guarantee the reliability and integrity of such vulnerable 
communication environment. The security analysis that has been con-
ducted showed that the proposed framework behaved better than 
traditional ones in terms of its adaptability to failure rates and the size of 
exchanged data. Furthermore, it shows an acceptable performance in 
terms of time complexity and computational time with respect to service 
provision task.Acknowledgement:This work was supported by the 

Fig. 6.. Failure rate with respect to the average number of data reports.  

Fig. 7.. Computation cost versus size of data reports in fog-based and traditional communication models.  

Fig. 8.. Computation rate versus the size of service responds in fog-based and 
traditional communication models. 
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